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ABSTRACT
Most recent works focus on answering first order logical queries
to explore the knowledge graph reasoning via multi-hop logic pre-
dictions. However, existing reasoning models are limited by the
circumscribed logical paradigms of training samples, which leads to
a weak generalization of unseen logic. To address these issues, we
propose a plug-in module called Logic Diffusion (LoD) to discover
unseen queries from surroundings and achieves dynamical equilib-
rium between different kinds of patterns. The basic idea of LoD is
relation diffusion and sampling sub-logic by randomwalking aswell
as a special training mechanism called gradient adaption. Besides,
LoD is accompanied by a novel loss function to further achieve the
robust logical diffusion when facing noisy data in training or testing
sets. Extensive experiments on four public datasets demonstrate the
superiority of mainstream knowledge graph reasoning models with
LoD over state-of-the-art. Moreover, our ablation study proves the
general effectiveness of LoD on the noise-rich knowledge graph.

KEYWORDS
knowledge graph reasoning, multi-hop logic reasoning, First-Order-
Logic

1 INTRODUCTION
Knowledge graph (KG) provides a structural data representation
which is organized as triples of entity pairs and relationships [3, 47,
54]. In recent year, KG-based common sense reasoning algorithms
usually combine mathematical logic [20, 63], relational path [25, 29,
46], distributional representation [43, 48, 62], etc. [1, 21, 30] with
deep learning models to answer First-Order-Logical (FOL) queries,
which greatly enhanced reasoning performance and achieved gen-
eralization. Different from the basic structural triplets like (𝑒𝑠 , 𝑟 , 𝑒𝑜 ),
FOL implements logic by existential quantification (∃), conjunc-
tion (∧), disjunction (∨), and negation (¬), which is well suited for
describing relationships. Around such logical units, the learning
objective of models usually focuses on logical mappings rather than
representations to achieve the best logical answers. However, one
of the limitations of this former is that the logical paradigms need to
be defined manually (e.g., [22, 59]). Also, as mentioned above, since
the weak ability of learning representations, the impact of unseen
FOL and noisy data with unreliable logic on reasoning performance
is catastrophic. Coincidentally, these two elements are abundant
and inevitable in the real-world knowledge graph [19, 27, 56].

∗Both authors contributed equally to this research.
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Diffused Training Samples

Which film wins both the Academy Awards 
for Best Original Score and the Golden 
Globe Awards for Best Motion Picture?

Who directs the film with the Academy Award for Best Original Score and the 
Golden Globe Award for Best Motion Picture?

Which awards do films directed by Damien Chazelle win?

Which actress, whose film wins the Golden Globe Awards, works for the 
Summit Entertainment?

Golden Globe Awards

Academy Awards

Summit Entertainment

Diffused Reasoning Sub-graph

Damien Chazelle

Director

Issuer

Emma Stone

La La Land Heroine

Best 
Motion
Picture

Best 
Original 
Score

Figure 1: Illustration of original training samples and ex-
tended training samples after the diffusion. How to discover
unseen paradigms from seen ones is what LoD tries to solve.

Based on the above thinking, we summarize two major prob-
lems in the real-world knowledge graph: (1) discovering unseen
FOL paradigms, and (2) learning non-duality logic. Specifically, the
unseen FOL refers to the FOL that does not appear in the training
data but needs to answer during testing. While reasoning models
have a limited ability to learn these queries, it is implicit in the
training process and leads to a severe impairment of performance.
Therefore, it is beneficial to be proactive in discovering unseen FOL
during training. Secondly, the non-duality logic means the unreli-
able inverse mapping between entities. The inverse self-consistency
of the logic is very rare in the noise-rich knowledge graph, and by
learning this inverse mapping which we called non-duality logic,
the model can achieve very strong robustness.
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Recent studies (e.g., [32]) have divided the seen / unseen logical
paradigms to fairly evaluate models and [8, 37, 40, 51] has used
variational inference to handle potential noise in real-world knowl-
edge graphs, none of them analyzed the implications of making
these attempts on noisy knowledge graph in a holistic way. As a
result, there is no holistic solution that can be specifically used to
solve robust common sense reasoning problems on unseen logical
paradigms. In this paper, we consider a plug-in module called Logic
Diffusion (LoD) to address these issues.

LoD relies on a new structure called Hierarchical Conjunctive
Query which achieves a wide range of logic perception through
different levels of unseen FOL discovery. Then, with the help of
Logic Specific Prompt, LoD can distinguish between different logical
paradigms as well as learn the commonalities of the same kind of
FOL. However, due to the difference in the learning difficulty, the
model tends to learn dominant or simple FOL, which is detrimental
to the overall performance. Thus, we design a training mechanism
called Gradient Adaption in LoD to slightly suppress the gradient
on the fastest converging FOL and make the model have more
opportunities to learn difficult or long-tailed samples in the early
stage of training. Figure 1 is the illustration of the difference in FOL
with or without LoD.

Besides, LoD is accompanied by a novel loss function to further
achieve the robust logical diffusion when facing noisy data in train-
ing or testing sets. The key idea of our loss function is extending
the length of the mapping link and amplifying the perturbation, so
that the noise data can be blocked. Following [19, 51], we divide
the noisy data of non-duality logic into (1) training with noise, and
(2) testing with noise. The model with our loss function tends to
retain more FOL inputs that can be successfully reverse mapped in
the training phase, and actively eliminates FOL inputs that cannot
be successfully reverse mapped in the testing phase. Such a process
ensures that the model has the ability to learn reverse mapping
and remembers the useful data. We use a mixed dataset to simulate
what contains massive noise data of non-duality logic. In Section 5,
we did detailed noise ratio experiments based on two commonly
used public datasets FB15K [3] and NELL-995 [54].

In summary, the main contributions of our work are three-fold:

• We propose a plug-in module called Logic Diffusion (LoD)
which is extremely effective reasoning on both unseen and
seen logical paradigms. To the best of our knowledge, LoD
is the first work to focus on logic diversity augmentation
on logic perspective in knowledge graph reasoning by a
flexible module.

• LoD is accompanied by a novel loss function to further
achieve the robust logical diffusion when facing noisy data
in training or testing sets.

• Extensive experiments on four public datasets demonstrate
the superiority of mainstream KG reasoning models with
the proposed LoD plug-in module over state-of-the-art.
Moreover, our ablation study proves the general effective-
ness of LoD on the noise-rich knowledge graph.

2 RELATEDWORK
Logical query reasoning on knowledge graphs has been recently
received growing interest. Generally speaking, this work contains

two main lines of works: how to model multi-hop relations and
how to model numerous answers [11, 58].

2.1 Modeling Multi-hop Relations
Multi-hop logic reasoning try to answer queries with multi-hop
logic permutations. Since embedding entities and relations in knowl-
edge graph (KG) into low-dimensional vector space has been widely
studied. Various works [5, 6, 28, 33, 34, 41, 49, 57] can answer single-
hop relational queries via link prediction but these models cannot
handle complex logical reasoning. Therefore, to answer multi-hop
FOL queries[15], Graph Query Embedding (GQE) [17] encodes
conjunctive queries through a computation graph with relational
projection and conjunction (∧) as operators. While path-based (i.e.,
deep reinforcement learning based) methods [7, 25, 26, 29, 46, 52–
54] start from anchor entities and determine the answer set by
traversing the intermediate entities via relational path and graph
neural convolution based methods [18, 23, 36, 38, 55, 60] pass mes-
sage to iterate graph representation for reasoning.

2.2 Modeling Numerous Answers
Traditional knowledge graph reasoning works do not pay attention
to potentially large sets of answer entities [31]. That is, as long
as one correct answer is inferred, KGR models is considered valid.
However, it is unclear how such an entity set containing numerous
answers can be represented as a single point in the vector space,
causing inference inconsistent with the real situation. So in order to
handle numerous answer entities and inspired by metric learning,
a series of works embeds queries into geometric shapes [17, 31, 61],
probability distributions [12, 13, 21, 24, 50], and complex objects
[2, 14, 42]. Then by optimizing the similarity metrics between an-
swer entities and queries, entities within border distance metrics
of various representation spaces are regarded as correct answers.

However, above works lack of generalization to modeling queries
of unseen logical paradigms and suffer from the interference of
noisy datawith non-duality logic, which are unavoidable in complex
logical reasoning tasks on real-world knowledge graphs.

3 PRELIMINARIES
3.1 Logic Format
In the field of knowledge graph reasoning, most recent works focus
on answering First-Order-logical queries rather than single-hop tra-
versal within the triplet level. It is because answering FOL queries
requires proper representation in both embedding and logic per-
spectives. As it is illustrated in Figure 1, the query “Who directs
the film with the Academy Award for Best Original Score and the
Golden Globe Award for Best Motion Picture?” can be structured
as a reasoning sub-graph 𝐺𝑞 [15]. Entities “Golden Globe Award”
and “Academy Award’ are anchor entities, while entity “Damien
Chazelle” is the target entity which refers to the answer, consisting
a specific logical pattern of FOL.

More specifically, First-Order Logic (FOL) is logic paradigms
consisting of logical operators as conjunction (∨), disconjunction
(∧), universal quantification(∀), existential quantification (∃) and
negation (¬) 1. Structured query-answer pairs of different FOL
1Note that queries with universal quantification do not apply in real-world knowledge
graphs since no entity connects with all the other entities. Furthermore, if it is necessary
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paradigms are the input of knowledge graph reasoning models
during training while only queries during testing. Apparently it is
impossible to exhaust all logical patterns. Moreover, in order to eval-
uate the generalization ability to unseen paradigms, paradigms for
inference are more than training ones. While FOL paradigms with-
out negation operators are Existential-Positive-First-order (EPFO),
focused by some other works.

3.2 Knowledge Graph Embedding
Before logical reasoning, knowledge graph embedding (KGE) needs
to map entities and relations in KG onto a representational la-
tent space, which can participate in the former logical operations.
Given a set of entities E and a set of relations R, a knowledge
graph G = {(𝑒𝑠 , 𝑟 , 𝑒𝑜 )} ⊂ E × R × E consists of factual triples
as subject 𝑒𝑠 ∈ E, object 𝑒𝑜 ∈ E and relational functions 𝑟 ∈ R :
E × E → {True, False} or other confidence and distributional
metrics. Suppose e𝑠 ∈ R𝑑 , e𝑜 ∈ R𝑑 , r ∈ R𝑑 are vector representa-
tions of subject 𝑒𝑠 , object 𝑒𝑜 and relation 𝑟 in a triple of knowledge
graphs, KGE works usually optimize their models according to a
relation projection function e𝑜 = 𝑓𝑟 (e𝑠 ). As a result, the embedding
features can be extracted from the embedding layer of pre-trained
KGE models to computing the former logical operations.

3.3 Knowledge Graph Reasoning
As mentioned above, answering a FOL query 𝑞 can be simply il-
lustrated as finding its answer set [[𝑞]] according to its reasoning
sub-graph 𝐺𝑞 . A reasoning sub-graph is an abbreviation of the
computation graph where nodes refer to entity sets and edges refer
to logical operations. We call the starting point of FOL as anchor
entities, and the end point of FOL as target entities.

Thuswe can answer𝑞 by executing logical operators from anchor
entities. Based on this premise, logical operators can be matched
according to the following rules:

• 𝑅𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑃𝑟𝑜 𝑗𝑒𝑐𝑡𝑖𝑜𝑛 : given a set 𝑆 ⊆ E of entities and rela-
tion operator 𝑟 ∈ R, compute entities ∪𝑒∈𝑆𝑃𝑟 (𝑒) adjacent
to 𝑆 via 𝑟 : 𝑃𝑟 (𝑒) ≡ {𝑒′ ∈ : 𝑟 (𝑒, 𝑒′) = True}.

• 𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 : Given 𝑛 sets {𝑆1, 𝑆2, . . . , 𝑆𝑛} of entities, com-
pute their intersection ∩𝑛

𝑖=1𝑆𝑖 .
• 𝑈𝑛𝑖𝑜𝑛 : Given 𝑛 sets {𝑆1, 𝑆2, . . . , 𝑆𝑛} of entities, compute

their union ∪𝑛
𝑖=1𝑆𝑖 .

• 𝑁𝑒𝑔𝑎𝑡𝑖𝑜𝑛 : Given a set 𝑆 ⊆ of entities , compute its com-
plement 𝑆 ≡ E \ 𝑆 .

In a word, knowledge graph reasoning mainly aims at answering
FOL queries by executing several logical operators with vector
representations after embedding.

4 LOGIC DIFFUSION
In this section, we introduce the proposed plug-in module——Logic
Diffusion in detail. LoD accepts any permutation and combination
of FOL instances of clean or noise-rich KG as input. Referring to
Figure 2 and Figure 3, along the direction of data flow, LoD has
two main designs including LoD architecture and adaptive loss.
LoD architecture, consisting of [Hierarchical Conjunctive Query],

to introduce the universal quantifier into KG reasoning, the universal quantifier can
be transformed from the existential quantification and the negation. Thus we will not
discuss the queries with the universal quantifier.
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Figure 2: Overall framework Logic Diffusion architecture.
Along the direction of data flow, there are Hierarchical Con-
junctive Query, Logic Specific Prompt andGradient Adaption,
discovering and learning multiple FOL paradigms.
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Figure 3: Illustration of 14 typical FOL paradigms, including
atomic training, further training and unseen queries.

[Logic Specific Prompt] and [Gradient Adaption] is used to discover
and learn multiple FOL paradigms. Note that the logic diffusion
process mainly happens during [Hierarchical Conjunctive Query],
which extends logical diversity by random walking among the
entity distribution; [Logic Specific Prompt] specializes the feature
within each FOL paradigms while distinguishes among different
ones; [Gradient Adaption] dynamically adjusts convergence speed
and achieves adaptively balance of several logic patterns. While
LoD Loss is used to keep duality logic during robust reasoning and
release the interference of noisy data in real-world KG.

4.1 LoD Architecture
Hierarchical Conjunctive Query. In this section, we introduce
Hierarchical Conjunctive Query, which is the core component of
logical diffusion, discovering unseen logic paradigms and sample
sub-logic patterns both in abstract reasoning sub-graphs and fig-
urative instances. To implement Logic Diffusion, we firstly define
Hierarchical Conjunctive Query as a theoretical guide. Following
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Figure 4: Illustration of the Hierarchical Conjunctive Query.
Each group represents a FOL paradigm. Nodes T0 layer con-
tains the positive target entity 𝑡 which indicates the answer
of a certain FOL. 𝑒𝑖 is one layer below 𝑒 𝑗 if there exists (𝑒𝑖 , 𝑒 𝑗 )
satisfying 𝑟 (𝑒𝑖 , 𝑒 𝑗 ) = True where 𝑟 is the relation mapping.

[32], we selected 14 typical FOL paradigms illustrated in Figure 3
where atomic training queries and further training queries denote
the input samples of KGR models, while unseen queries denote
samples do not participate training process but evaluation. Though
there are far more FOL paradigms, we can still learn the gener-
alization ability of KGR models through modeling these unseen
queries in this specific setting. As the name suggests, Hierarchical
Conjunctive Query has a hierarchical form, from the bottom to top
which is:

• 𝐵𝑜𝑡𝑡𝑜𝑚 𝐿𝑎𝑦𝑒𝑟 : Atomic Query
Following [32], there are 14 typical FOL paradigms including

atomic training {1𝑝, 2𝑝, 3𝑝, 2𝑖, 3𝑖}, further training {2𝑛𝑖, 3𝑛𝑖, 𝑖𝑛𝑝,
𝑝𝑛𝑖, 𝑝𝑖𝑛} and unseen {𝑖𝑝, 𝑝𝑖, 2𝑢,𝑢𝑝}. Since the atomic training queries
{1𝑝, 2𝑝, 3𝑝, 2𝑖, 3𝑖} are raw and simple input samples, we simply take
the them as the bottom layer of Hierarchical Conjunctive Query.

• 𝑀𝑖𝑑𝑑𝑙𝑒 𝐿𝑎𝑦𝑒𝑟 : Sub-Graph Diffusion
The middle layer of Hierarchical Conjunctive Query contains

the extensions and permutations of Atomic Queries, which is the-
oretically infinite (e.g., {9𝑝, 10𝑖, 7𝑖3𝑝 . . . }). As shown in Figure 4,
given a query 𝑞, reasoning sub-graph 𝐺𝑞 and positive target 𝑡 of
an atomic query, we diffuse 𝐺𝑞 by neighbors. Suppose 𝑁 (𝑒) ≡
{𝑒𝑛𝑒𝑖𝑏 |𝑟 (𝑒𝑛𝑒𝑖𝑏 , 𝑒) ∨ 𝑟 (𝑒, 𝑒𝑛𝑒𝑖𝑏 ), 𝑟 ∈ R} is the collection of neighbors
of each central node 𝑒 , we get 𝑁 (𝑒1), 𝑁 (𝑒2), . . . , 𝑁 (𝑒𝑛) and 𝑁 (𝑡).
If 𝑟 (𝑒𝑛𝑒𝑖𝑏 𝑗 , 𝑒𝑖 ) = True or 𝑡𝑛𝑒𝑖𝑏 𝑗 ∈ 𝑁 (𝑡), we associate 𝑒𝑛𝑒𝑖𝑏 𝑗 and
𝑡𝑛𝑒𝑖𝑏

𝑗 to 𝐺𝑞 via 𝑟 . We stipulate that 𝑒𝑛𝑒𝑖𝑏 𝑗 is different from any
other entities in 𝑞 and 𝑡 .

• 𝑇𝑜𝑝 𝐿𝑎𝑦𝑒𝑟 : Unseen Query
The top layer contains unseen FOL which are not present in

the training set. It is generated by random walking in the diffused
reasoning sub-graphs to cover complex logic in the real-world
knowledge graph, i.e., they are not given directly with the training
set. Here we give examples of 3i − ex and 2p − ex. From 3i − ex, we

can retrieve a sub-structure (nodes 1, 2, 3, 5 and relational edges
attached, etc.) corresponding to ic. From 2p − ex , we can retrieve a
sub-structure (nodes 1, 2, 3, 6 and relational edges attached, etc.)
corresponding to ci. Note that each node in the diagram actually
represents a collection of entities, which is only represented as a
single entity to simplified.

In the paradigm 3i − ex, for ic query with nodes 1, 2, 3, 5, we
label nodes 2, 3 as the new anchor entities, and node 5 as the new
positive target entity. Thenwe randomly sample𝑛_𝑠 entities ∉ 𝑁 (1)
as the negative target entities where 𝑁 (1) denotes the collection of
neighbors of node 1.

In paradigm 2p− ex, for ci query with nodes 1, 2, 3, 6, note since
node 2 is unknown to models, we will not choose this kind of nodes
as the new target nor anchor entities. Similarly we label nodes 2,
6 as the new anchor entities, node 5 as the new positive target
entities, and ones ∉ 𝑁 (6) as the negative target entities.
Logic Specific Prompt. Stemming from recent advances in natural
language processing, prompt learning initially fills the input sample
into properly handcrafted prompt templates, so that a pre-trained
language model can “understand” the task [4]. Similarly, we de-
fine different kinds of FOL as different tasks and propose Logic
Specific Prompt to make the learning of the model more targeted.
Specifically, given a set {𝑄1, 𝑄2, . . . , 𝑄𝑘 } belonging to 𝑘 kinds of
FOL, we generate 𝑘 random vectors {𝑇1,𝑇2, . . . ,𝑇𝑘 } from normal
distribution as initialized prompt. Then we concatenate prompt 𝑇𝑖
with corresponding q𝑖, 𝑗 as q′𝑖, 𝑗 . The formula of q′

𝑖, 𝑗
is as follow:

q′𝑖, 𝑗 = ReLU(𝜔T
[
Ti; q𝑖, 𝑗

]
+ bT) (1)

where 𝑇𝑖 ∈ R𝑑T in which 𝑑𝑇 denotes the dimension of prompt,
filter 𝜔T ∈ R(𝑑+𝑑T )×𝑑 , bT ∈ R𝑑 is the bias. The optimal value of
𝑑𝑇 is 32.
Gradient Adaption. Our approach involves a rich variety of FOL
due to the introduction of Hierarchical Conjunctive Query. If no
restrictions are imposed, the model will tend to learn dominant
or simple FOL, which is detrimental to the overall performance.
The key idea of Gradient Adaption is to slightly suppress the gra-
dient on the fastest converging FOL. Through this processing, the
model has more opportunities to learn difficult or long-tailed sam-
ples in the early stage of training. Specifically, suppose 𝑙𝑖−1𝑝 =

{𝑙𝑖−1𝑝1 , 𝑙𝑖−1𝑝2 , . . . , 𝑙𝑖−1𝑝𝑛
} is the calculated loss value of {𝑝1, 𝑝2, . . . , 𝑝𝑛}

at the (𝑖-1)-th iteration, 𝑙𝑖𝑝 = {𝑙𝑖𝑝1 , 𝑙
𝑖
𝑝2 , . . . , 𝑙

𝑖
𝑝𝑛

} at the 𝑖-th iteration.
The suppression of 𝑙𝑖𝑝 is computed as follow:

𝑙𝑖𝑝
′
=

1
𝑛
(
𝑛∑︁
𝑗=1

𝑙𝑖𝑝 𝑗
− 𝑧 · 𝑙𝑖𝑝𝜁 ) (2)

The attenuation factor 𝑧 is 0.05. 𝜁 = argmax
𝑛∈R

𝑙𝑖−1𝑝𝑛
.

4.2 LoD Loss
In retrospect, we disassemble the noise-rich knowledge graph into
two major problems: unseen logic paradigms and noisy data with
non-duality logic. In this section, we will introduce our solution
for non-duality logic. As introduced in Section 3, a complex query
constructed with permutation of logic operators can be simply illus-
trated as a reasoning sub-graph 𝐺𝑞 . Answer queries by executing
logic operators from anchor entities to target entities is defined as
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Figure 5: Logic Diffusion Loss can perfect duality logic (i.e.,
bidirectionalmapping) between queries and answers in noise-
rich KG. Thus non-duality noisy data can be distinguished
by a distance threshold.

a forward reasoning procedure. However, the existing methods use
only forward procedure which leads to unreliable bidirectional map-
ping between queries and answers, which is non-duality. Indeed,
how to design a backward reasoning procedure and perfect the
inference-inversion process are the keys to solve this problem. That
is, to keep duality logic in knowledge graph reasoning. Specifically,
given an anchor entity set {𝑎1, 𝑎2, . . . , 𝑎𝑠 } of an FOL query 𝑞, we
define positive / negative forward relational paths 𝜚 / 𝜚 ′

𝑖
in the rea-

soning sub-graph 𝐺𝑞 . 𝜚 starts from a certain anchor entity 𝑎 𝑗 to a
positive target entity 𝑡 ∈ [[𝑞]] through relation mappings. 𝜚 ′

𝑖
starts

from 𝑎 𝑗 to a random negative entity 𝑡 ′
𝑖
∉ [[𝑞]]. Apparently, the only

kind of logic operators along a positive / negative forward relational
path is the relation projection 𝑃𝑟 (𝑒) ≡ {𝑒′ ∈ : 𝑟 (𝑒, 𝑒′) = True}.
After defining forward relational paths, we generate backward
relational paths with a similar strategy. We replace all relation pro-
jection operators in a forward relational path with their inverse
mapping 𝑃−1𝑟 (𝑒) ≡ {𝑒′ ∈ : 𝑟 (𝑒′, 𝑒) = True}. 𝜚−1

𝑗
denotes a positive

backward relational path from 𝑡 to 𝑎 𝑗 . 𝜚−1
′
𝑖, 𝑗 denotes a negative

backward relational path from 𝑡 ′
𝑖
to 𝑎 𝑗 . L 𝑗

𝑑𝑙
of the anchor entity 𝑎 𝑗

is:
L 𝑗

𝑑𝑙
= − log𝜎 (score(a𝑗 , 𝜚−1 𝑗 ))

−
𝑛_𝑠∑︁
𝑖=1

log𝜎 (−score(a𝑗 , 𝜚−1
′
𝑖, 𝑗 ))

(3)

Accordingly, we define LoD Loss as follows:

L𝑑𝑙 =



Max(L1
𝑑𝑙
,L2

𝑑𝑙
,L3

𝑑𝑙
), if 𝑝 ∈ {3i}

Max(L1
𝑑𝑙
,L2

𝑑𝑙
), if 𝑝 ∈ {2i, ip, pi}

Min(L1
𝑑𝑙
,L2

𝑑𝑙
), if 𝑝 ∈ {2u, up}

L1
𝑑𝑙
, if 𝑝 ∈ {1p, 2p, 3p}

(4)

The noisy data with non-duality logic can be distinguished by
score(𝜚−1, a) with the distance threshold 𝜍 .

In addition to L𝑑𝑙 , we also need to use a contrast loss L𝑟 to
optimize the model by pulling (q, t) closer while pushing (q, t′i )
farther (𝑞 is query, 𝑡 ∈ [[𝑞]] is target and t′

𝑖
∉ [[𝑞]] is random

negative target). The formula is as follow:

L𝑟 = − log𝜎 (score(t, q))

−
𝑛_𝑠∑︁
𝑖=1

log𝜎 (−score(t′𝑖 , q))
(5)

Table 1: Statistics of datasets as well as training, validation
and test edge splits. Entitymeans the number of entities.Rela.
means the number of relations. Tr-Edge means the number
of edges in training set. V-Edge means the number of edges in
validation set. Ts-Edge means the number of edges in testing
set. Ts-Edge means the number all edges.

Dataset Entity Rela. Tr-Edge V-Edge Ts-Edge Edge

FB15k 14,951 1,345 483,142 50,000 59,071 592,213
FB15k-237 14,505 237 272,115 17,526 20,438 310,079
NELL995 63,361 200 114,213 14,324 14,267 142,804
WN18 40,493 18 141,442 5,000 5,000 151,442

where score denotes a normalized score function to evaluate the
similarity between an entity and a query. 𝜎 is the sigmoid function,
and 𝑛_𝑠 denotes the negative sample size. Therefore, the overall
loss function L can be calculated as follow:

L = L𝑟 + 𝜆L𝑑𝑙 (6)

where 𝜆 ∈ [0, 1] is a hyperparameter. The best is 0.8.

Table 2: The best hyperparameters of LoD.

𝑑 lr 𝑏𝑧 𝑛_𝑠 𝑀 𝑑𝑇 𝑧

768 0.0005 512 128 64 32 0.05

5 EXPERIMENTS
5.1 Evaluation Setup
Datasets.We evaluate our approach over 4 standard KG datasets in-
cluding FB15k [3], FB15k-237 [47], NELL995 [54] andWN18 [3]
with their with official training / validation / test edge splits shown
in Table 1 containing 14 types of queries, which are created by the
query construction method in [32]. Following [32], we train mod-
els which can not handle negation with queries of 1p, 2p, 3p, 2i, 3i
patterns and evaluate those with all EPFO. While FOL models over
atomic queries plus 2ni, 3ni, inp, pni, pin, and evaluate those over
all FOL patterns. Note that BetaE [32] generates queries with an-
swers less than a threshold, while GQE [17] and Query2Box [31]
do not limit answers. We evaluate these methods following BetaE
for fair comparison. Besides, as for constructing queries of noisy
knowledge graphs, we randomly mix training / validation / test of
FB15k and NELL995 up with different proportions respectively.
Evaluation Metrics. Following [32], for each non-trivial answer 𝑡
of test query 𝑞, we rank it against non-answer entities E\[[𝑞]]test
[3]. Then the rank of each answer is labeled as 𝑟 . We use Mean
Reciprocal Rank(MRR): 1𝑟 and Hits at N (H@N) : 1[𝑟 ≤ 𝑁 ] as
quantitative metrics.
Baselines.We consider five metric learning based KG reasoning
models over incomplete KG: GQE [17], Query2Box [31], ABIN
[45], BetaE [32] and FuzzQE [10]. Note that GQE, Query2Box and
ABIN cannot handle the negation operation, so we only evaluate
these three methods by EPFO which does not contain the negation
operation compared to FOL. All comparison methods are repro-
duced by the released source code except FuzzQE. As reported in
the GitHub project, it usually takes four days to a week to finish a
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Table 3: MRR results (%) on answering FOL queries of raw methods and their enhanced versions (with LoD) over FB15k. avg
denotes the the average MRR on all queries (i.e., FOL), avg𝑝 on EPFO, and avg𝑢𝑛𝑠𝑒𝑒𝑛 on unseen paradigms. Note that limited by
training time, we manually reproduce the Logical Mapping Function of FuzzQE as it was described in the paper and marked as
FuzzQE*.

Model LoD avg avg𝑝 avg𝑢𝑛𝑠𝑒𝑒𝑛 1p 2p 3p 2i 3i pi ip 2u up 2in 3in inp pin pni

FB15k
% - 28.0 20.0 55.3 15.2 11.2 39.1 51.0 27.7 18.8 22.1 11.5 - - - - -

GQE ! - 30.6 22.8 57.9 16.6 13.7 42.3 54.1 31.6 21.3 24.8 13.4 - - - - -
% - 37.9 29.2 67.2 21.7 14.3 54.9 66.3 39.7 25.9 34.9 16.5 - - - - -

Query2Box ! - 40.4 31.7 70.9 24.0 16.3 57.1 68.5 42.3 28.4 37.5 18.4 - - - - -
% - 48.1 40.1 73.1 28.2 26.3 65.4 79.6 48.3 40.1 43.9 28.1 - - - - -

ABIN ! - 49.3 41.2 74.8 29.1 26.9 66.5 81.2 48.7 42.5 45.0 28.7 - - - - -
% 31.1 41.7 34.3 65.7 26.0 24.9 55.4 66.3 44.3 27.8 39.8 25.2 14.1 14.6 11.5 6.6 12.6

BetaE ! 32.6 43.7 37.0 67.4 27.0 25.7 56.9 68.0 47.6 30.3 41.7 28.4 15.4 15.1 12.2 7.1 13.7
% 31.5 41.9 33.0 67.9 27.2 25.9 56.2 67.7 46.7 30.2 34.6 20.6 15.2 15.7 12.4 7.3 13.5

FuzzQE* ! 33.1 43.8 35.8 69.2 28.2 26.3 57.9 69.4 48.0 31.5 38.5 25.2 16.4 17.1 13.5 8.0 14.3
FB15k-237

% - 16.4 10.3 35.6 7.4 5.4 23.3 34.5 16.6 10.5 8.3 5.8 - - - - -
GQE ! - 12.3 18.4 38.1 9.0 6.8 25.4 36.9 19.3 12.7 10.1 7.1 - - - - -

% - 20.6 14.0 41.0 9.7 7.0 29.4 42.4 21.3 12.6 12.4 9.6 - - - - -
Query2Box ! - 22.9 16.3 44.2 11.4 8.7 32.2 44.5 24.1 15.3 14.8 11.0 - - - - -

% - 30.2 21.7 54.9 17.2 14.1 42.4 56.2 31.4 18.2 19.9 17.1 - - - - -
ABIN ! - 32.1 23.2 58.5 18.3 15.0 44.6 59.8 33.6 19.9 21.2 18.0 - - - - -

% 15.5 21 14.3 39.3 11.0 10.0 28.8 42.6 22.4 12.7 12.5 9.7 5.1 8.0 7.4 3.5 3.4
BetaE ! 17.1 23.1 16.2 42.5 12.3 11.1 31.0 45.7 25.7 13.4 14.6 11.2 6.7 8.7 8.7 4.2 4.1

% 17.1 22.8 16.6 40.7 11.8 9.8 31.4 45.5 25.0 17.4 13.9 9.9 7.3 10.2 6.8 4.9 5.2
FuzzQE* ! 18.4 24.2 17.3 43.2 13.1 10.9 33.4 47.6 25.9 18.1 14.6 10.7 8.9 11.7 7.5 5.7 6.4

NELL995
% - 18.6 12.5 33.0 12.1 9.6 27.5 35.2 18.4 14.4 8.5 8.7 - - - - -

GQE ! - 21.4 14.6 39.4 13.2 10.8 31.7 38.9 20.8 17.5 10.3 9.6 - - - - -
% - 22.9 15.2 42.3 14.0 11.0 33.3 44.6 22.5 16.8 11.3 10.3 - - - - -

Query2Box ! - 25.5 16.5 49.7 15.3 12.2 37.7 48.7 24.2 18.5 11.9 11.4 - - - - -
% - 32.6 22.5 62.7 18.2 14.9 48.5 58.6 33.4 23.1 18.7 14.9 - - - - -

ABIN ! - 34.0 23.8 66.1 19.0 15.2 50.2 60.5 34.7 24.4 19.8 16.2 - - - - -
% 18.3 24.6 14.8 52.8 13.1 11.4 37.5 47.6 24.2 14.3 12.2 8.6 5.1 7.8 11.6 4.6 5.4

BetaE ! 20.2 27.4 17.3 58.9 16.0 13.5 40.2 49.6 27.9 17.0 14.8 9.3 5.7 8.1 11.9 5.0 5.5
% 20.0 27.3 18.3 55.9 16.8 14.9 36.4 48.0 26.1 19.7 15.6 11.9 7.1 8.9 10.9 3.5 4.3

FuzzQE* ! 21.4 29.0 19.9 59.4 17.2 15.4 39.2 50.2 27.7 21.4 16.8 13.6 8.7 9.5 11.2 4.0 5.1
WN18

% - 28.4 19.6 56.5 15.8 11.3 39.0 54.7 26.9 19.4 21.3 10.6 - - - - -
GQE ! - 30.9 21.1 59.4 18.2 13.0 44.2 59.0 28.4 21.2 23.0 11.9 - - - - -

% - 40.1 30.8 70.2 26.2 15.3 56.6 68.9 42.4 28.9 35.4 16.7 - - - - -
Query2Box ! - 43.2 33.8 75.6 28.6 16.9 58.8 73.2 45.8 32.2 38.1 19.2 - - - - -

% - 49.8 42.6 77.1 29.6 26.7 65.2 78.9 52.4 39.7 48.6 29.7 - - - - -
ABIN ! - 51.1 44.0 78.4 30.2 27.5 66.9 80.2 54.4 40.6 50.2 30.8 - - - - -

% 32.9 42.5 32.6 70.7 27.8 25.5 57.5 70.5 43.6 30.4 37.7 18.5 18.8 17.4 15.2 10.2 16.3
BetaE ! 34.4 44.6 35.1 74.8 28.4 26.2 59.2 72.8 46.3 32.8 40.0 21.1 19.1 17.5 15.5 10.8 16.5

% 33.1 43.9 34.6 73.9 28.4 26.0 58.2 70.1 45.5 31.8 40.3 20.7 15.9 16.0 14.9 8.7 13.4
FuzzQE* ! 34.6 45.6 36.2 76.5 29.1 26.4 60.5 73.7 47.6 33.2 41.2 22.6 16.8 16.4 15.5 9.8 15.4

run, which is much more time consuming than other comparison
methods. Limited by our experimental conditions and in order to be
comparable, we manually reproduce the Logical Mapping Function
of FuzzQE as it was described in the paper and marked as FuzzQE*
in Table 3 and Table 4.

Implementation Details. At the very beginning, all nodes and
relationships in the knowledge graph need to be embedded onto
feature space in order to participate in model training. So in order
to obtain better representations of nodes and relations, we pre-
train the embedding model (i.e., AcrE) and then reload parameters
of embedding layer into our end-to-end process as initialization
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Table 4: Overall MRR results (%) over four datasets.

FB15k FB15k-237 NELL995 WN18Model avg avg𝑝 avg avg𝑝 avg avg𝑝 avg avg𝑝
GQE - 28.0 - 16.4 - 18.6 - 28.4
Query2Box - 37.9 - 20.6 - 22.9 - 40.1
ABIN - 48.1 - 30.2 - 32.6 - 49.8
LoD-ABIN - 49.3 - 32.1 - 34.0 - 51.1

BetaE 31.1 41.7 15.5 21.0 18.3 24.6 32.9 42.5
FuzzQE* 31.5 41.9 17.1 22.8 20.0 27.3 33.1 43.9
LoD-FuzzQE* 33.1 43.8 18.3 24.2 21.4 29.0 34.6 45.6

parameters. Specifically, AcrE uses 𝜏 to denote a concatenating
operation and 2-dimensional (2D) reshaping function.

C0 = 𝜔0
𝑐 ★ 𝜏 ( [e; r]) + b0𝑐 (7)

C𝑙 = 𝜔𝑙
𝑐 ★C𝑙−1 + b𝑙𝑐 (8)

𝑜 = 𝐹𝑙𝑎𝑡𝑡𝑒𝑛(ReLU(C𝐿 + 𝜏 ( [e; r]))) (9)
where★ denotes a 2D convolution operation, 𝜔0

𝑐 is a standard filter
while 𝜔𝑙

𝑐 is a dilated filter, b0𝑐 and b𝑙𝑐 are bias vectors. C𝑙 denotes
the output after 𝑙 convolutions while C𝐿 is the output of the last
dilated convolution.We train themodel by optimizing a listwise loss
function for 20 epochs and take 512 as the embedding dimension 𝑑
of nodes.

Besides, inspired by the theory of Distributional Hypothesis
[35], [9, 16, 44, 60] proposes that aggregating local information
to augment entity representation is helpful for KGR tasks. There-
fore we search the neighbor entity set of each entity contained in
reasoning sub-graphs for once, and align the maximum of neigh-
bors as 64. Following [39], we concatenate the embedding of the
center entity and neighbors and then do feature fusion by a 2D stan-
dard convolution. Suppose an entity e ∈ R𝑑 and its aligned neigh-
bor set 𝑁 ′

e , the new representation e′ = MLP(𝐹𝑙𝑎𝑡𝑡𝑒𝑛(ReLU(𝜔𝑛 ★

(𝜏 ′ (e, 𝑁e′)) + b𝑛)), where ★ denotes a 2D convolution operation,
𝜔𝑛 is the filter, b𝑛 is the bias and the specification of MLP is
R
𝑚1×𝑚2 × R𝑑 . We define the concatenate function 𝜏 ′ (e, 𝑁e) ∈
R
𝑚1×𝑚2 as [e; e𝑛𝑒𝑖𝑏1

′
; e𝑛𝑒𝑖𝑏2

′
; . . . ; e𝑛𝑒𝑖𝑏𝑚] where e𝑛𝑒𝑖𝑏𝑖 ∈ 𝑁 ′

e .
Hyparameters.We adjust the following hyperparameters to obtain
the best model performance. Noted that we use the same hyperpa-
rameters before and after applying LoD for each base model.

• Dimensions to the embeddings 𝑑 from {256, 378, 512, 768,
1024}

• Learning rate lr from {1e−4, 5e−3, 1e−3}
• Batch size 𝑏𝑧 from {128, 256, 512}
• Negative sample size 𝑛_𝑠 from {32, 64, 128}
• Maximum of neighbors𝑀 from {0, 16, 32, 64, 128}
• Length of Logic-specific prompt 𝑑𝑇 from {8, 16, 32, 64}
• Attenuation Factor 𝑧 is from {0.10, 0.05, 0.01}

The best set of LoD hyperparameters is shown in Table 2.

5.2 Performance
Overall. As shown in Table 3, we apply LoD on several mainstream
models on FB15k. Table 4 shows the comparative experiments of
best implementation of LoD on four datasets. Note that to imple-
ment LoD using the same backbone, we evaluate EPFO (i.e., only
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Figure 6: Illustration of a Logic Diffusion instance of 3i − ex
paradigms in NELL995.

avg𝑝 ) and FOL (i.e., avg and avg𝑝 ) in the top and bottom halves of
Table 4 respectively. For EPFO, we implement LoD based on ABIN
(noted as LoD-ABIN ), while for FOL, by FuzzQE* (noted as LoD-
FuzzQE*). It shows that LoD-ABIN achieves gains of 1.2%, 1.9%,
1.4% and 1.3% in avg𝑝 MRR, LoD-FuzzQE* achieves 1.6%, 1.2%, 1.4%
and 1.5% in avg MRR on FB15k, FB15k-237, NELL995 and WN18
respectively. Apparently, LoD benefits from both representation
enhancement and logic augmentation by aggregating neighboring
information.
Ablation on LoD Architecture. In this section, we perform abla-
tion experiments of each part in LoD Architecture. To highlight the
impact and to be fair, we remove the KGE pre-training and neigh-
boring feature fusion in these experiments. As shown in Tabel 5,
Hier_conj means Hierarchical Conjunctive Query, L_prompt means
Logic-specific Prompt with 𝑑𝑇 = 32 and Grad_adapt means Gra-
dient Adaption with 𝑧 = 0.05. The results show that Hier_conj,
L_prompt and Grad_adapt achieves gains of 0.7%, 0.1% and 0.2%
in avg𝑝 MRR respectively. Hier_conj achieves gains of 1.6% in
avg𝑢𝑛𝑠𝑒𝑒𝑛 MRR. Activating all of sub-modules can achieve the fi-
nal gain of 1.1% in avg𝑝 MRR and 1.8% in avg𝑢𝑛𝑠𝑒𝑒𝑛 MRR. Such
results fully demonstrate the effectiveness of LoD. In particular, the
performance of Hier_conj in avg𝑢𝑛𝑠𝑒𝑒𝑛 MRR proves that neighbor
diffusion from logic perspective has a great significant improvement
on unseen FOL.
Visualization of Logic Diffusion. In order to show the results
of logic diffusion more intuitively, here we give an example on the
NELL995 dataset. As it is illustrated in Figure 6, the atomic training
data as input belongs to 3i paradigm. By Hierarchical Conjunctive
Query, the reasoning sub-graph is diffused as the left. Then a new
training instance which belongs to unseen ip paradigm is sampled
and participate in following training process by random walking.
Combining with results in Table 4, additional training data pre-built
by the same way contributes to generalization to unseen paradigms
indeed.

5.3 Ablation Study with Noisy Data
Overall. As shown in Tabel 6, we evaluate our LoD Loss on noisy
knowledge graph which consists of 80% FB15k as data of rigorous
logic and 20% NELL995 as that of non-rigorous logic. Note that
GQE uses a max-margin loss rather than a contrast loss where a
cosine similarity is used as the similarity metric. In retrospect, we
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Table 5: Ablation MRR results (%) on FB15k. Model implementation based on Query2box. avg𝑝 denotes the average MRR on
EPFO. avg𝑢𝑛𝑠𝑒𝑒𝑛 denotes the the average MRR on {pi, ip, 2u, up}.

Hier_conj L_prompt Grad_adapt avg𝑝 avg𝑢𝑛𝑠𝑒𝑒𝑛 1p 2p 3p 2i 3i pi ip 2u up
37.9 29.3 67.2 21.7 14.3 54.9 66.3 39.7 25.9 34.9 16.5

! 38.6 30.9 67.1 21.5 14.2 54.8 66.5 41.5 27.7 36.7 17.8
! 38.0 29.3 67.5 21.8 14.3 55.1 66.4 39.6 25.9 35.1 16.6

! 38.1 29.4 67.1 21.6 14.2 55.3 66.6 39.8 26.1 35.2 16.6
! ! 38.2 29.5 67.4 21.8 14.3 55.4 66.7 39.8 26.1 35.3 16.7

! ! 38.7 31.0 67.0 21.5 14.2 55.0 66.5 41.4 28.1 36.6 17.8
! ! 38.7 30.8 67.3 21.8 14.3 55.2 66.6 41.3 27.7 36.4 17.6
! ! ! 39.0 31.1 67.7 22.0 14.4 55.5 66.9 41.7 27.8 36.8 17.9

Table 6: MRR results (%) on noisy knowledge graph with 80% FB15k and 20% NELL995. Methods with +dl indicates using LoD
Loss. avg𝑝 indicates the the average MRR on EPFO. Decline indicates the MRR drop compared to without noise. Recovery
indicates the MRR recovery by LoD Loss. (i.e., 7.7-2.0 = 5.7)

Setting
Up Model

avg𝑝
Recovery

↑ avg𝑝
Decline

↓ avg𝑝 ↑ 1p 2p 3p 2i 3i pi ip 2u up

GQE - 7.7 20.3 33.8 13.0 10.1 29.7 39.9 19.8 16.3 11.0 9.3
GQE +dl 5.7 2.0 26.0 49.4 13.9 10.7 36.7 48.6 25.4 17.9 20.3 10.7
Query2Box - 12.1 25.9 45.7 15.8 12.2 37.5 49.8 23.4 18.2 18.7 11.6Setting 1

Query2Box +dl 9.8 2.3 35.7 64.6 20.4 13.6 51.4 64.5 37.2 23.6 30.7 14.9

GQE - 11.8 16.2 30.4 10.7 8.4 21.3 30.5 16.1 12.5 7.9 8.0
GQE +dl 6.7 5.1 22.9 51.2 14.4 10.5 36.4 18.3 25.8 18.1 20.5 10.8
Query2Box - 14.4 23.5 40.6 13.4 11.6 34.8 46.2 22.1 16.4 16.5 10.2Setting 2

Query2Box +dl 11.4 3.0 34.9 64.4 19.9 13.2 51.3 62.4 36.4 22.3 29.5 14.7

Table 7: MRR results (%) on noisy knowledge graph. Meth-
ods with +dl denotes those trained with LoD Loss. Here avg𝑝
denotes the the average MRR on EPFO.

Setting 1 Setting 2
𝜌 Model Rec. ↑Dec. ↓ avg𝑝 ↑Rec. ↑Dec. ↓ avg𝑝 ↑

GQE - 4.5 23.5 - 8.9 19.1
GQE +dl 2.9 1.6 26.4 5.0 3.9 24.1
Query2Box - 5.3 32.6 - 12.5 25.410

Query2Box +dl 4.1 1.2 36.7 9.9 2.6 35.3

GQE - 7.7 20.3 - 11.8 16.2
GQE +dl 5.6 2.0 26.0 6.7 5.1 22.9
Query2Box - 12.1 25.9 - 14.4 23.520

Query2Box +dl 9.8 2.3 35.7 11.4 3.0 34.9

GQE - 10.7 17.3 - 13.8 14.2
GQE +dl 6.9 3.8 24.2 7.1 6.7 21.3
Query2Box - 16.3 21.6 - 17.8 20.130

Query2Box +dl 12.9 3.4 34.5 13.2 4.6 33.3

GQE - 12.5 15.5 - 15.7 12.3
GQE +dl 4.9 7.6 20.4 8.3 7.4 20.6
Query2Box - 18.3 19.6 - 19.5 18.440

Query2Box +dl 10.3 8.0 29.9 13.4 6.1 31.8

GQE - 14.6 13.4 - 17.1 10.9
GQE +dl 2.8 11.8 16.2 9.3 7.8 20.2
Query2Box - 20.6 17.3 - 22.3 15.650

Query2Box +dl 7.3 13.3 24.6 13.8 8.5 29.4

divide the noisy knowledge graph into (1) training with noise, and
(2) testing with noise. Therefore, we design two settings:

• Setting 1: Distinguishing and blocking noisy data during
testing, blocking delayed 50,000 steps during training. In
this setting, noisy data both in train and test set.

• Setting 2: Distinguishing and blocking noisy data during
testing but no sieves are used during training. In this setting,
noisy data only in test set.

Since GQE and Query2Box can not handle the negation operation,
we only calculate results over EPFO. As shown in Tabel 6, +dl
achieves a gain of 5.7% avg𝑝 MRR in setting 1. +dl achieves a gain
of 6.7% avg𝑝 MRR in setting 2. These results demonstrate that LoD
Loss guides models for robust representation and resists the data of
non-rigorous logic over noisy knowledgraph during both training
and testing.
Noise Ratio. Since we take mixed up data of FB15k and NELL995
as noisy knowledge graph, experimentation with different noisy
data percentages is also necessary. The results with (100 − 𝜌)%
of FB15k and 𝜌% of NELL995 are shown in Tables 7, where the
similarity threshold of GQE is 𝜍 = 0.15 and Query2Box is 𝜍 = −5.0.
For setting 1, the proposed LoD Loss with Query2Box achieves avg𝑝
MRR Recovery of 4.1%, 9.8%, 12.9%, 10.3% and 7.3% when 10%,
20%, 30%, 40% and 50% of noisy data are used. For settting 2, it
gains 9.9%, 11.4%, 13.2%, 13.4% and 13.8%. Similar results can be
observed in other base methods. We can draw three conclusions
from these results: (1) LoD Loss is stable and effective at various
non-rigorous logic ratios; (2) From setting 1, with the use of LoD
Loss, we don’t have to clean up the training set to train a usable
model; (3) From setting 2, the inference process of our model is
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better resist data of non-rigorous logic, which is great valuable for
practical application.

6 CONCLUSION
In this paper, we disassemble the open-set knowledge graph into
two major problems: unseen FOL and noise-rich data. To address
these issues, we propose a universal module called LoD which
achieves representation enhancement and logic augmentation. LoD
discovers unseen queries from surroundings and achieves dynami-
cal equilibrium between different FOL patterns. Besides, we propose
a loss function named LoD Loss to handle noise-rich data. Extensive
experiments on four public datasets demonstrate the superiority
of mainstream models with the proposed LoD module with main-
stream knowledge graph reasoning models over state-of-the-art.
Experiments on open-set knowledge graph demonstrate the supe-
riority of LoD Loss. Overall, we have done a pioneering work and
provided a holistic solution that can be specifically used to solve
common sense reasoning on open-set knowledge graph. In future
work, we will extend our approach to noisy multi-modal knowledge
graph which is a more realistic scene.
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